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Abstract  

This paper investigates the impact of vehicular trajectory completeness on car-following (CF) 

model calibration and validation. Synthetic data with different levels of trajectory completeness, 

i.e. different number of driving regimes, generated from carefully designed numerical experiments 

are mainly used to calibrate and validate the Intelligent Driver Model (IDM) and the Newellôs CF 

model. Model calibration results suggest that some driving regimes in a trajectory impact 

calibration errors and the particular regime and its exact impact are model-specific, e.g., the 

presence of the standstill and the absence of the cruising regimes impacts IDM and Newellôs CF 

model calibration errors, respectively. However, level of trajectory completeness has no impact. 

The acceleration behaviour of IDM drivers in different driving regimes is determined by more 

than one parameter, i.e. a one-to-one mapping between the parameters and the driving regimes do 

not exist. On the contrary, for Newellôs CF model, there exists a one-to-one mapping between the 

cruising regime and the desired speed. Furthermore, level of trajectory completeness impacts IDM 

and Newellôs CF model validation. More specifically, the average calibrated parameters obtained 

from more complete trajectories performs better in validation and leads to smaller validation 

errors. These findings can have a profound impact on how future research on CF model calibration 

and validation using trajectories should be planned and implemented.   
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1. Introduction  

Car-following (CF) models describe the longitudinal interactions of vehicles under various traffic 

conditions ranging from free-flow (FF) to congestion (see Saifuzzaman and Zheng (2014) for a 

review). Traffic flow modellers examine a modelôs capability of describing and estimating these 

longitudinal interactions through CF model calibration and validation. For a specific site, the 

calibration aims to estimate the model parameters that minimise the disparity between the model 

outputs and the real-world measurements. On the other hand, model validation assesses the degree 

to which the calibrated modelôs outputs represent the real-world CF measurements taken 

independently at the study site.  

CF model calibration issues have been the interest of research in the recent literature. Topics that 

have been investigated include comparing and selecting measure of performance (MoPs) (Kesting 

and Treiber, 2008; Ossen and Hoogendoorn, 2008a; Punzo et al., 2012; Punzo and Montanino, 

2016; Punzo and Simonelli, 2005; Treiber and Kesting, 2013a), goodness-of-fit (GoF) functions 
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(Ciuffo and Punzo, 2010; Punzo et al., 2012), and optimisation algorithms (OAs) (Li et al., 2016; 

Punzo et al., 2012). Several other aspects of the CF model calibration are also investigated, 

including model sensitivity analysis (Ciuffo et al., 2014; Punzo et al., 2015), sampling issues 

(Treiber and Kesting, 2013a), rational parameter bounds (Punzo et al., 2015), and calibration 

approach (local or global) (Treiber and Kesting, 2013a). In addition, the impact of noise (data 

noise and data completeness are the two facets of data quality) in trajectory data on CF model 

calibration has also been studied (Ossen and Hoogendoorn, 2008a). A review of recent studies on 

CF model calibration is summarised in Appendix 1.  

Despite its critical role in CF model development and implementation, CF model validation issues 

are largely ignored in the literature with a few exceptions. Sacks et al. (2002) emphasised the 

importance of data quality in CF model validation. Ni et al. (2004) pointed out the ineffectiveness 

of regular statistical tests in validation in some cases (e.g. when samples are correlated), and 

proposed a simultaneous statistical inference technique to test a modelôs accuracy and precision 

in validation. Punzo and Montanino (2016) suggested using cumulative variables (e.g., spacing) 

as MoP in CF model validation. Moreover, Antoniou et al. (2014) presented a nice discussion on 

the GoF selection in validation and research needs.  

Although significant progress on CF model calibration (and validation to a lesser extent) has been 

made thanks to the efforts mentioned above, an important issue whose importance has been 

mentioned in the literature (Hoogendoorn and Hoogendoorn, 2010; Ossen and Hoogendoorn, 

2008b; Punzo and Simonelli, 2005; Treiber and Kesting, 2013a) but has yet to be comprehensively 

investigated is data completeness (hereon trajectory completeness since trajectory data are the 

most commonly used data for developing a CF model). The present study fills this research gap.  

Trajectory completeness refers to the amount of information contained in a trajectory. A trajectory 

is complete if it constitutes all the driving regimes a driver typically experiences during the course 

of driving. Driving regimes can be divided into two clusters, namely, FF section and CF section. 

The former includes free acceleration and cruising regimes, while the latter includes accelerating 

behind the leader (hereon acceleration), decelerating behind the leader (hereon deceleration), 

steady-state following (hereon following), and standing behind the leader (hereon standstill) 

regimes. As trajectory data play a critical role in CF model calibration and validation, the amount 

of information in the trajectory data can significantly influence the results. Treiber and Kesting 

(2013a) in their preliminary effort reported that if the regime relevant to a parameter is missing 

from the trajectory data, an undesirable value of the parameter is likely to be estimated in model 

calibration. Using the sensitivity analysis, Punzo et al. (2015) also concluded that longer 

trajectories with different driving regimes should be preferred for model calibration. To the best 

of the authorsô knowledge, no other study has explored this important issue.  

This paper comprehensively investigates the impact of trajectory completeness on CF model 

calibration and validation. Specifically, this study aims to answer two fundamental questions: i) 

Is there any impact of level of trajectory completeness on CF model calibration and validation?; 

and ii) Does a one-to-one mapping exist between driving regimes and model parameters? Two CF 

models namely, Intelligent Driver Model (IDM) (Treiber et al., 2000) and Newellôs CF model 

(Newell, 2002) are selected for the demonstration because IDM and Newellôs CF model are 

frequently used in the literature and they are distinctively different from each other.  

This paper is organised as follows: Section 2 presents the background of CF model calibration and 

validation; Section 3 details the data used in this study; Section 4 describes the experimental 



3 
 

designs to generate synthetic data using IDM for the eight levels of trajectory completeness 

considered in this study; Section 5 and 6 scrutinize the impact of trajectory completeness on IDM 

and Newellôs CF model calibration and validation, respectively; Section 7 details IDM calibration 

using real data and related issues; Section 8 presents the discussion; and finally Section 9 

summarises the main conclusions of this study, and provides recommendations for appropriately 

calibrating and validating a CF model.  

2. Background  

2.1 Calibration  

The CF model calibration process typically has to consider the following five elements: data 

quality, calibration approach (global or local), MoP, GoF, and optimisation algorithm (OA). More 

specifically, the difference or error in calibration is measured by GoF, and a multidimensional 

vector of simulated or observed variables of interest used in the GoF function is referred to as 

MoP. Each evaluation of GoF is carried out either globally or locally, and since the calibration is 

essentially an optimisation problem, OA is needed to find a solution that is or close to the global 

minimum of the GoF function. Researchers often treat CF model calibration as a non-linear 

optimisation problem that can be either solved by conventional optimisation algorithms or by 

machine learning methods (Ciuffo et al., 2008; Ma et al., 2007; Punzo and Ciuffo, 2009). A general 

formulation of the CF model calibration problem is as follows:   

ὓέὖ Ὂ‍  

άὭὲὭάὭᾀὩ Ὢὓέὖȟὓέὖ   

ίόὦὮὩὧὸ ὸέ ὸὬὩ ὧέὲίὸὶὥὭὲὸί  

ὒὄ ‍ Ὗὄ  

where ‍ is a vector of CF model parameters (number of parameters can change depending on the 

CF model adopted) to be calibrated, ὊϽ is a function of ‍, which is calculated after simulating 

CF model, ὒὄ and Ὗὄ represent the lower and the upper bounds for the parameters in ‍, 

respectively, ὓέὖ  and ὓέὖ  represent observed and simulated MoP, respectively, ὪϽ is 

GoF, and Ὢὓέὖȟὓέὖ  is the objective function. The aim of CF model calibration is to 

minimise Ὢὓέὖȟὓέὖ . Furthermore, researchers often test the efficacy of a particular 

calibration setting (a combination of MoP, GoF, and OA) before formally calibrating a CF model 

(Saifuzzaman et al., 2015). The importance of this step has been reported in previous studies 

(Punzo et al., 2015, 2012). The procedure to test the efficacy of a calibration setting is 

straightforward: examine and compare the candidate options using synthetic data, and then choose 

the one which results in the lowest calibration errors. 

2.2 Validation  

There are two main approaches for CF model validation2, namely, qualitative and quantitative (Ni 

et al., 2004; Sargent, 2007). The qualitative approach involves the visual comparison of model 

                                                           
2 Here validation stands for operational validation. Conceptual validation is another type of validation (Sargent, 2007). 

In the conceptual validation, the modeller investigates the theories and assumptions associated with the model as well 

as its structure, logic, and mathematical relationships. However, in the operational validation, the modeller determines 

whether the modelôs output is close to the actual observations or not. See Sargent (2007) for a detailed discussion.  
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outputs and real-world measurements by using graphical plots. Several studies have adopted visual 

comparison, e.g., Abdulhai et al. (1999), Lee et al. (2001), Rakha et al. (1996), Zheng et al. (2012), 

and etc. Conclusions drawn based on this approach can be fuzzy and subjective (Ni et al., 2004).  

In quantitative approach, trajectories are simulated using the parameters obtained from the model 

calibration, and the error between the simulated and another set of real trajectories is calculated. 

Moreover, statistical inferences based on significance test can also be used to evaluate the 

discrepancy between the model outputs and the real-world measurements. The quantitative 

approach consists of four elements: data quality, GoF, MoP, and statistical tests, which assist in 

evaluating the modelôs reliability, robustness, and predictive power rather than fitting power. 

Compared to the qualitative approach, the quantitative approach is more objective and reliable, 

thus, it is the preferred approach in the literature (Kesting and Treiber, 2008; Punzo and Simonelli, 

2005; Saifuzzaman et al., 2015; Toledo et al., 2003). Hereon, the term validation refers to 

quantitative validation unless otherwise stated.  

Figure 1 displays a general framework for calibrating and validating a CF model based on the 

recent literature. This framework has two main stages: the preparation stage and the performance 

stage. The preparation stage primarily deals with finalising the calibration setting and the 

performance stage focuses on calibrating and validating the CF model of interest. Note that in the 

current practice the role of real trajectory data is limited to the performance stage only. However, 

it is shown later in this paper that regimes present in the real trajectory data can also play an 

important role at the preparation stage. 

 

Figure 1 A general framework for calibrating and validating a CF model 

3. Data 

3.1   Synthetic data  

Synthetic data are preferred over real data for investigating the influence of different levels of 

trajectory completeness on CF model calibration and validation. Real trajectories only contain 
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those driving regimes that occurred when the trajectories were collected. Also, the driving 

regimes, their length, and each regimeôs start and end times in real trajectories are hard to be 

detected, and cannot be controlled/manipulated. In addition, real trajectories are contaminated by 

unknown noise. Synthetic data (i.e., data simulated by using a CF model) do not suffer these issues. 

Two primary advantages of synthetic data are the pre-knowledge of model parameters (ground 

truth) and the flexibility of generating the data tailored to the research question. Thus, synthetic 

data have been frequently used in the literature to study various issues in CF model calibration, 

e.g., the impact of measurement errors on model calibration (Ossen and Hoogendoorn, 2008a), 

comparison of the model-based and simulation-based calibrations (Ciuffo et al., 2008), testing the 

influence of different GoF on calibration (Ciuffo and Punzo, 2010), scrutinizing the measure of 

performance and comparing the efficacy of the optimisation algorithms (Punzo et al., 2012), and 

investigating the dependence of parameter estimation efficiency on the leaderôs driving behviour 

(aggressive or timid) (Monteil et al., 2014).    

Note that, in this study, synthetic trajectories are generated using both IDM and Newellôs CF 

model, and the models are calibrated and validated using the corresponding trajectories (e.g., IDM 

model is calibrated using trajectories generated from IDM). Ideally, in this approach, the 

calibration errors shall be zero because the data are noise free and generated using the model itself. 

However, if there exist some calibration errors then the sole contributors of these errors will be 

the driving regimes. Therefore, calibrating and validating a model using the trajectories generated 

from the model itself is a robust and reliable approach, and ensures that calibration errors are due 

to the presence or absence of driving regimes in the trajectories. 

3.2   Real data  

This study also uses trajectory data collected by the Next Generation SIMulation program 

(NGSIM)  (NGSIM, 2010). Noise and inaccuracies in the NGSIM data are well documented 

(Duret et al., 2008; Hamdar and Mahmassani, 2008; Herrera and Bayen, 2008; Montanino and 

Punzo, 2015, 2013; Punzo et al., 2011; Thiemann et al., 2008). Therefore, the reconstructed I-80 

data (Montanino and Punzo, 2015) in which most of the noise and inaccuracies have been cleansed 

are used in our analysis. As this study aims to investigate the impact of trajectory data 

completeness on CF model calibration and validation, the knowledge of the regimes present in the 

trajectories is a prerequisite. Thus, trajectories with different levels of completeness in the 

reconstructed I-80 data are meticulously selected for this purpose, as documented in Sharma et al. 

(2018). More information on this issue is presented in Section 7. 

4. Experiment design   

In this section, we describe in detail how IDM model is used to generate the synthetic data. 

Equations (1) and (2) present the mathematical formulation of the IDM acceleration function of 

the Î  driver.  

 ὥ ὛȟὠȟЎὠ ὥρ
 

ᶻ ȟЎ
 

(1) 

ίᶻὠȟЎὠ ί Ὕὠ
Ў

Ѝ
 (2) 

where ὠȟ‏, Ὕ, ί, ὥ, and ὦ are desired speed of the vehicle ÍȾÓ, free acceleration exponent, 

desired time gap Ó, standstill distance Í , maximum acceleration ÍȾÓ , and desired 
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deceleration of vehicle ÍȾÓ , respectively. Also, ὥ is the IDM acceleration ÍȾÓ , ίᶻ is the 

desired spacing Í , ὠ is the speedÍȾÓ, Ўὠ is the relative velocity (difference of the followerôs 

speed ὠ and the leaderôs speed ὠ ) ÍȾÓ, and  Ὓ is the distance gap Í .  

4.1   General 

In this study, eight levels of trajectory completeness are considered (see Table 1). The lowest level 

of completeness considered is ADF, where trajectories only contain three driving regimes: 

acceleration (A), deceleration (D), and following (F), while the highest is FaCADFS (complete 

trajectory), where trajectories contain all six driving regimes: free acceleration (Fa), cruising (C), 

acceleration (A), deceleration (D), following (F), and standstill (S). For each level of 

completeness, 30 pairs (i.e. 30 leader-follower trajectories) are generated. A group of 30 

trajectories corresponding to a particular level of completeness is called as a trajectory group in 

this study. The constituent regimes and other features in each trajectory group are reported in Table 

1. For clarity, a trajectory belongs to a particular trajectory group if it consists of all those driving 

regimes which define that group (e.g., if the group is ADFS then any trajectory in this group 

contains acceleration, deceleration, following, and standstill driving regimes, but not necessarily 

in this order).  

Table 1 Trajectory groups and their features 

Levels of trajectory 

completeness 
Constituent regimes 

Duration of 

each regime (s) 

Example Figure 

developed using IDM 

FaCADFS or 

Complete trajectory 

free acceleration, cruising, 

acceleration, deceleration, 

following and standstill 

30 Figure 2.1 

FaCADF 

free acceleration, cruising, 

acceleration, deceleration, 

and following 

36 Figure 2.2 

FaADFS 

free acceleration, 

acceleration, deceleration, 

following, and standstill 

36 Figure 2.3 

FaADF 

free acceleration, 

acceleration, deceleration, 

and following 

45 Figure 2.4 

CADFS 

cruising, acceleration, 

deceleration, following, and 

standstill 

36 Figure 2.5 

CADF 
cruising, acceleration, 

deceleration, and following 
45 Figure 2.6 

ADFS or Car-

following 

acceleration, deceleration, 

following, and standstill 
45 Figure 2.7 

ADF 
acceleration, deceleration, 

and following 
60 Figure 2.8 
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Figure 2 Eight levels of trajectory completeness. In each subfigure, plot (a) shows the 

trajectories of the leader and the follower, and plot (b) shows the speed profile of the follower. 
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Table 2  Notations used in describing the experiments 

Notation Description Notation Description 

ὥ  Leaderôs acceleration or 

deceleration 
ὠ  Leaderôs speed 

ὥ Followerôs acceleration ὠ Followerôs speed 

ὸ Time ὠ  Maximum speed of the leader 

Ўὸ Time interval ὼ  Leaderôs position 

Ὠ Time duration of each regime 

(total simulation time divided by 

number of regimes in a trajectory 

group) 

ὼ Followerôs position  

ό  Leaderôs speed at the 

beginning of acceleration or 

at the end of deceleration 

regime 

 

The notations used in describing the experiments are reported in Table 2. In each of the 

experiments, the following rules are applied to obtain acceleration or deceleration of the leader 

(Equation (3)), speed profile (Equation (4)) and trajectory (Equation (5)) of the leader: 

ὥ   ὠ ό ȾὨ  (3) 

ὠ ὸ  Ўὸ  ὠ ὸ ὥ Ўὸ   (4) 

ὼ ὸ  Ўὸ  ὼ ὸ ὠ ὸ Ўὸ πȢυ ὥ Ўὸ  Ўὸ  (5) 

Note that in synthetic data generation and CF model calibration, the ñballisticò assumption of 

constant accelerations during each time step has been adopted as shown in Equation (5). The 

followerôs trajectory is generated using IDM (Equations (1) and (2)).  

A few important points considered when generating the trajectories are as follows. Caution has 

been exercised to prevent the dominance of a particular regime, and thereby its impact on 

calibration and validation results. This is achieved by ensuring that none of the regimes is double 

in duration as compared to any of the other regimes. It is critical to judiciously decide the starting 

point of the followersô trajectory especially for those cases where FF section is involved. 

Furthermore, to better mimic the real world driving behaviour, the inter-driver heterogeneity is 

considered by assuming that the model parameters (all the IDM parameters except ‏) follow a 

uniform distribution across the 30 followers. The uniform distribution parameters (minimum and 

maximum) for each IDM parameter are: ὠᶰςρȢχȟσπȢχ, ὝᶰπȢρȟς, ίᶰυȟρπ, ὥᶰ

πȢυȟτȢυ, and ὦɴ πȢυȟτȢυ. The assumption of IDM parameters following a uniform distribution 

has also been adopted previously (Punzo et al., 2015).  

The parameter ɿ is fixed to 4 as adopted by Treiber et al. (2000). For each follower, the IDM 

parameters are randomly drawn from their respective distributions. Also, ὠ  and ὠ follow the 

same distribution, and for each leader  ὠ  is randomly drawn from its distribution.  

Next section details the experiment design of one representative case from each of the trajectory 

groups. Note that all the 30 pairs of a group are generated using the same experimental design but 

with different IDM parameters. 
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4.2 Experiment design s for  generating  the trajectory groups  using IDM 

Figure 3 is a schematic of the general setting of the experiment designs used in all the experiments. 

In total, three experiment designs are adopted to generate all the trajectory groups, as detailed 

below.  

 

Figure 3 The general setting of the experiment designs 

4.2.1 Experiment d esign for FaCADFS, CADFS, and FaADFS 

a) FaCADFS 

At the start ὸ π ί, the leader and the follower stand with a separation of υππ ά. The variables 

at ὸ π ί are ὼ π υπππ ά, ὺ π π άȾί, ὥ π π άȾί, and ὼ π τυππ ά, 

ὺ π π άȾί,  ὥ π π άȾί. At ὸ ρ ί, the leader starts to accelerate with ὥ Ô

πȢψυ  άȾί(note that  ό π and ÔÒσπ Ó). The leader attains ὠ ςυȢυ άȾί  at ὸ σπ ί 

and maintains it until ὸ φπ ί. From behind the follower also accelerates and attains ὠ

ςψȢς άȾί at ὸ τυ ί. A traffic signal is at σωπ ά ahead of the leaderôs current position 

(ὼ φπ  φπωχ ά). Importantly, the traffic signal should be placed in such a way that leader 

has enough time to undergo free-acceleration and cruising. From ὸ φρ ί the leader starts to 

decelerate, and reaches the signal when the traffic light is red (ὸ ωπ ί).  The leader stands at the 

signal for a long period to ensure that the follower catches up and stops behind the leader. CF 

begins with the onset of the green light at ὸ ρςρ ί. The leader again accelerates, attains ὠ

ςυȢυ άȾί , and maintains it. The follower also accelerates and maintains ὠ ςυȢυ άȾί. The 

experiment ends at ὸ ρψπ ί with the leader and the follower in CF.  

b) CADFS 

To generate a leader-follower couple which belongs to CADFS, the experiment starts (ὸ π ί 

when the leader is travelling at ὠ ςω άȾί and the follower is travelling at ὠ σπ άȾί. The 

initial spacing between the follower and the leader is 230 m. Of note, both the leader and the 

follower are in the cruising regime at the beginning of the experiment and the free acceleration 

regime is absent as desired. The remaining experiment is the same as in FaCADFS.  

c) FaADFS 

When generating the trajectories for FaADFS, the leader and the follower start in the free 

acceleration regime as in FaCADFS. The traffic signal is placed 440 m ahead  of the starting point 

of the leader so that the leader and the follower start decelerating once they attain ὠ ςψ άȾί 

and ὠ ςψȢυ άȾί, respectively. By doing so, this couple of vehicles do not experience the 

cruising regime. The rest of the interactions (after the traffic signal) are the same as in FaCADFS.  
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Figures 2.1, 2.3, and 2.5 present the leader-follower trajectories and the followerôs speed profile 

for FaCADFS, FaADFS, and CADFS, respectively. 

4.2.2 Experiment design for FaCADF, CADF, and FaADF 

a) FaCADF 

The leaderôs and the followerôs behaviours in the initial setting are the same as in the case of 

FaCADFS. The leader starts to accelerate at ὸ ρ ί with ὥ Ô πȢχφ  άȾί, attains ὠ

ςχȢσω άȾί at ὸ σφ ί, and maintains it until ὸ χς ί. The initial space gap between the leader 

and the follower is 360 m. The follower starts to accelerate at ὸ ρ ί, attains ὠ

ςψȢσ άȾί at ὸ τχ ί, and maintains it until ὸ χτ ί. The leader starts to decelerate from ὸ

χσ ί under the influence of traffic signal which is at 470 m from the current position of the leader. 

As the leader slows down, the follower catches up and starts to decelerate. When the leader is at 

20 m away from the signal, the signal turns green. At this time ( ὸ ρπψ ί),   ὺ Ô ρπ άȾί. 

The leader maintains this speed until ὸ ρττ ί. During this period the follower is also driving 

at  ὺ Ô ρπ άȾί. At ὸ ρτυ ί, the leader is 340 m ahead of the traffic signal, and it accelerates 

again with ὥ Ô πȢχφ  άȾί. The follower starts accelerating behind the leader from ὸ
ρτχ ί, and the experiment ends at ὸ ρψπ ί.  

b) CADF 

To generate trajectories for CADF, the experiment starts with the leader and the follower cruising 

at ὠ ςυȢχ άȾί and ὠ ςφȢψ άȾί, respectively. The rest of the experiment is the same as 

in the case of FaCADF.  

c) FaADF 

To generate trajectories for FaADF, the traffic signal is placed at 400 m ahead of the starting point 

of the leader. This ensures the absence of the cruising regime from the trajectories (once the leader 

attains ὠ  29 m/s, it starts to decelerate due to the traffic signal). Similarly, the follower 

decelerates as it reaches ὠ  30 m/s. The rest of the experiment is the same as in the case of 

FaCADF.  

Figures 2.2, 2.4, and 2.6 display the leader-follower trajectories and the followersô speed profile 

for FaCADF, FaADF, and CADF, respectively. 

4.2.3 Experiment design for ADFS and ADF 

a) ADFS 

At the start ὸ π ί, the leader and the follower stand with a separation of ρπ ά. A smaller 

separation between the leader and the follower ensures CF from the beginning. The variables at 

ὸ π ί are ὼ π υπππ ά, ὺ π π άȾί, ὥ π π άȾί, and ὼ π τωωπ ά, 

ὺ π π άȾί,  ὥ π π άȾί. At ὸ ρ ί the leader starts to accelerate with ὥ Ô

πȢυρ  άȾί. The leader attains ὠ ςςȢτ άȾί at ὸ τυ ί and maintains it until ὸ ωπ ί. 

There is a traffic signal at τυ ά ahead of the leaderôs position (ὼ ωπ  φυπτ ά). From ὸ

ωρ ί the leader starts to decelerate, and reaches the signal when the traffic light is red (ὸ ρσυ ί). 

The follower starts decelerating from ὸ ωτ ί and reaches the signal at ὸ ρσυ ί. The 

experiment ends at ὸ ρψπ ί with the leader and the follower standing at the traffic signal.  

b) ADF 
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To generate trajectories for the case of ADF, the leaderôs and the followerôs behaviours are the 

same as in ADFS except that the experiment stops as soon as the leader and the follower arrive at 

the traffic signal to avoid the standstill regime.  

Figures 2.7 and 2.8 show the leader-follower trajectories and the followerôs speed profile for 

ADFS and ADF, respectively. 

5. Impact of trajectory completeness  on IDM calibration  and validation  

This section focuses on how different levels of completeness impact IDM calibration. Before 

calibrating IDM by using the different trajectory groups, we need to design a calibration setting 

that includes OA, MoP, and GoF.   

5.1 Impact of trajectory completeness on IDM calibration  

5.1.1 Selecting Measure of Performance and Goodness-of-fit  

Speed and spacing are two commonly used MoP in CF model calibration. Researchers debated on 

which one is more suitable either by using real data (Kesting and Treiber, 2008; Punzo and 

Simonelli, 2005) or by using synthetic data (Ossen and Hoogendoorn, 2008a; Punzo et al., 2012). 

Inconsistent conclusions were reported in previous studies, although a larger fraction of the studies 

reported favourable results for using spacing as MoP. This debate is ended by a recent study by 

Punzo and Montanino (2016). In this study, they first theoretically proved that the cumulative sum 

of a variable is preferred over the variable itself as a MoP in CF model calibration and validation. 

Moreover, they pointed out that the cumulative sum of a variable is capable of preserving model 

residualôs dynamics (a critical feature for CF modelling). Thus, spacing which obviously is the 

cumulative sum of speed is more robust than speed when used as MoP in CF model calibration 

and validation. In addition, spacingôs superiority over speed as MoP in calibration and validation 

was also confirmed in their empirical analysis using the reconstructed I-80 data. Thus, spacing is 

also adopted as MoP in our analysis.  

For GoF, different variants of squared errors have been commonly used in the previous studies 

(Ciuffo and Punzo, 2010; Hollander and Liu, 2008; Punzo et al., 2012). For this study, we adopt 

the root mean square normalised error (RMSNE) which has been preferred for model calibration 

(Ciuffo and Punzo, 2010; Saifuzzaman et al., 2015; Toledo et al., 2003). The mathematical 

formulation of RMSNE is shown in Equation (6). 

ὙὓὛὔὉ В   

(6) 

where ὓέὖ  and ὓέὖ denote the actual and the simulated MoP at Ὥ  time step, respectively;  

and ὔ denotes the last time step or the total time steps. 

In addition, two types of calibration errors are calculated in this study, as defined below. 

(i) Percentage parameter estimation error (PPEE): the absolute relative error in percentage 

between the actual parameters, i.e. the parameters used when generating the synthetic trajectories 
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and the estimated parameters obtained after calibration. Equation (7) presents the mathematical 

formulation of this error. 

ὖὖὉὉЎ‍ ρππ  (7) 

where ‍ denotes the parameter under consideration and it can be ὠ, Ὕ, ί, ὥ, or ὦ;  ‍  denotes 

the actual value (ground truth) of the parameter, and ‍  denotes the estimated value of the 

parameter. The term PPEEs denotes the estimation errors of all the parameters unless otherwise 

stated.   

 (ii) Percentage fitting error (PFE): the percentage error that reflects the fitting capability of the 

CF model. Particularly, PFE is the minimum value of the objective function obtained after the 

optimisation. The objective function is calculated using Equation (8) and the PFE is calculated 

using Equation (9). 

/ÂÊ В  

 

(8) 

0&%ÍÉÎ ὕὦὮρππ (9) 

where, /ÂÊ denotes the objective function,  Ὓ  denotes the actual value of spacing at Ὥ  time 

step, Ὓ  denotes the simulated spacing at Ὥ  time step, and ὔ denotes the last time step.  

From the definitions above, it is clear that PPEE emphasises the behavioural consistency between 

the actual parameters and the estimated parameters while PFE is more data driven. Note that in 

the remaining paper the phrase calibration errors refer to both PPEE and PFE. In this paper, the 

calibration error distributions are presented using Box-and-Whisker plots.   

5.1.2 Selecting Optimisation Algorithm  

Synthesis of the literature reveals that only a few OAs have been utilised for the purpose of CF 

model calibration, including Downhill simplex (Brockfeld et al., 2004; Ossen and Hoogendoorn, 

2008a), Genetic Algorithm (GA) (Kesting and Treiber, 2008; Saifuzzaman et al., 2015), OptQuest 

Multistart (Ciuffo and Punzo, 2010; Punzo and Simonelli, 2005), and Interior point (IP) (Kurtc 

and Treiber, 2016). The comparison of the first three algorithms by Punzo et al. (2012) shows the 

supremacy of GA and OptQuest Multistart over Downhill simplex.  

A comparison of IP and GA is presented in this section using the synthetic data. For clarity, our 

objective is to examine, for a fixed starting point, which algorithm (GA or IP) performs better 

irrespective of trajectory completeness. The starting point for this comparison analysis is chosen 

as [25 1.5 5 2.5 2.5] for the parameters [ὠ Ὕ ί ὥ ὦ]. Moreover, two trajectory groups are 

considered, ADF (less complete) and FaCADFS (complete). The car-following model considered 

is IDM, which is calibrated using 15 trajectory pairs from each group. Also, as discussed above 

spacing is adopted as MoP and RMSNE as GoF. 

Two performance indicators, i.e., calibration errors and number of iterations are used to compare 

the performance of GA and IP. The error distributions are shown in Figure 4. From Figure 4 (a), 

overall, IP outperforms GA in both the parameter estimation and the trajectory fitting for the ADF 

case. Statistically, using t-test, there is no significant difference between the performance of GA 
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and IP at 95% confidence level for the PPEEs of the parameters ὠ and ί. However, significant 

difference exists for the PPEEs of remaining parameters, and also for the PFEs. Furthermore, the 

average PPEE and average PFE are lower in case of IP.  

From Figure 4 (b), overall, IP and GA perform comparably in both the parameter estimation and 

the trajectory fitting for FACADFS. Statistically, except ί and ὥ, significant difference exist for 

the PPEEs of the parameters ὠ, Ὕ, and ὦ, and for the PFEs. Similar to the ADF case, the average 

errors from using IP are lower.  

Furthermore, IP is much more computationally efficient than GA. As shown in Figure 5, for both 

the groups, IP is able to find the solution in less than 100 iterations for all the 15 followers; in 

contrast, in most cases, GA needs more than 300 iterations before it converges. Therefore, in this 

study, IP is employed. 

 

 

Figure 4 Comparison of calibration errors resulted from IP and GA. Subfigure (a) corresponds 

to ADF and Subfigure (b) corresponds to FaCADFS 

The final calibration setup adopted in this study is as follows: CF model is IDM, MoP is spacing, 

GoF is RMSNE, SP [ὠ Ὕ ί ὥ ὦ] is [25 1.5 5 2.5 2.5], Lower Bound (LB) [ὠ Ὕ ί ὥ ὦ] is [13 0 

0 0 0] and Upper Bound (UB) [ὠ Ὕ ί ὥ ὦ] is [42 10 10 8 8].     
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Figure 5 Number of iterations required to find optimal parameters. a) ADF case; b) FaCADFS 

case. 

5.1.3 Exploring the influence of trajectory completeness on MoP 

This section explores the influence of trajectory completeness groups on MoP through a sensitivity 

analysis. This is an important but preliminary step of this study, because it can confirm the 

preliminary findings of previous studies regarding the importance of trajectory completeness; 

moreover, if there is no substantial influence of trajectory completeness groups on MoP, there 

would be no need to be concerned with the impact of trajectory completeness on CF model 

calibration and validation. A sensitivity analysis is a powerful tool that can help us to better 

understand the relationship between the CF model parameters (input) and acceleration or speed 

obtained from the CF model (output), determining to what extent uncertainties in the input 

parameters of a CF contribute to the variability in the output of the CF model, and identifying the 

non-influential CF model parameters (Ciuffo et al., 2014; Kesting and Treiber, 2008; Punzo et al., 

2015; Punzo and Ciuffo, 2011; Talebpour et al., 2011).   

To this end, we have performed a variance-based global sensitivity analysis of mean spacing 

against two input factors namely, trajectory completeness and IDM parameters set. Note that the 

second input factor is the combined IDM parameter set, and sensitivity with regard to individual 

IDM parameters is not evaluated since i) similar work has been done by Punzo and his 

collaborators (cited above), and ii) the primary objective of the paper is to investigate the 

importance of trajectory completeness.  

First, we briefly describe the variance-based global sensitivity analysis technique that is adopted 

in this study. The Sobolôs method of the variance-based sensitivity analysis (Sobol, 2001) 

determines the contribution of each input parameter of the model and its interaction to the model 

output variance. This technique is based on decomposing the model output variance into fractions 

attributed to the model inputs. These fractions represent the contributions of the single parameter, 

the combined effects of two or more parameters, and higher-order effects. Say, a model output ὣ 

is given as ὣ ὪὢȟὢȟὢȟȣȢȟὢ . Here, ὢ denotes the Ὥ  factor and Ὥ varies from 1 to ὲ. A 

variance-based first-order effect or the main effect for the factor ὢ is given by Equation (10): 

ὠ Ὁ
ͯ
ὣȿὢ  (10) 

 

where  ὢͯ  represents the matrix of all the factors except ὢ. Ὁ
ͯ
ὣȿὢ  depicts that keeping ὢ 

fixed, the mean of ὣ is calculated for all the values of ὢͯ . Moreover, the notation  
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ὠ  depicts that the variance is calculated for all the values of ὢ. The sensitivity associated with 

the first order effect, called as the first-order sensitivity, is given in Equation (11): 

Ὓ
ὠ Ὁ

ͯ
ὣȿὢ

ὠὣ
 

(11) 

 

where ὠὣ is the variance of the output ὣ and can be decomposed as ὠὣ  ὠ Ὁ
ͯ
ὣȿὢ

 Ὁ ὠ
ͯ
ὣȿὢ . The first component ὠ Ὁ

ͯ
ὣȿὢ  measures the first order effect and the 

second component Ὁ ὠ
ͯ
ὣȿὢ  is called as the residual. The first-order sensitivity measures 

the fractional contribution of ὢ to ὠὣ. The total effect (total sensitivity index) i.e., the first order 

effect and the higher order effects (interactions) of a factor is calculated using Equation (12): 

Ὓ ρ
ὠ
ͯ
Ὁ ὣȿὢͯ

ὠὣ
 

(12) 

 

The formulations above are adopted from Saltelli et al. (2010). For a detailed discussion on 

computing the two sensitivities (Equations (11) and (12)), sampling issues, sample size issues, and 

other issues related to the variance-based sensitivity analysis, refer to Homma and Saltelli (1996), 

Saltelli et al. (2010), Saltelli et al. (2008), Sarrazin et al. (2016) and Zhang et al. (2015).  

To implement the sensitivity analysis, first the input parameters are sampled from their 

corresponding ranges and then model outputs are evaluated for all the generations of the input 

parameters. The sample size is chosen arbitrarily at the beginning or based on the published work 

on the same model. After this, sensitivity indices (i.e., Ὓ and Ὓ  ) are evaluated. Next, the indices 

are assessed for their stability. If the indices are not stable, the process is repeated with different 

sample sizes (generally sample size increases over iterations); otherwise, the process stops with 

the obtained Ὓ and Ὓ  at the current sample size as final values. In this study, Ὓ and Ὓ  are 

considered as stable if Ὓ and Ὓ  converge to a positive value and Ὓ Ὓ. The variance-based 

sensitivity analysis was performed using the Matlab SAFE toolbox3 (Pianosi et al., 2015).  

In this study, the mean spacing is the model output calculated after simulating the IDM follower, 

i.e., a follower generated using the IDM model. Meanwhile, the two factors that affect MoP 

(Spacing) are (i) car-following interactions, which are reflected by driving regimes, and (ii) driving 

behaviour, which is reflected by parameters of a CF model. These two factors are two model 

inputs. We have carried out the sensitivity analysis to identify these two factorsô influence on 

MoP. More specifically, the first input is the trajectory completeness group characterised by the 

combination of leaderôs trajectory and the start point of the IDM follower, and the second input is 

the set of IDM parameters [ὠ Ὕ ί ὥ ὦ]. Ὓ and Ὓ  are calculated for both the input factors 

corresponding to each trajectory completeness group. Note that each trajectory completeness 

group has 30 leader and follower trajectories. Thus, for each trajectory completeness group, the 

first input is sampled from 30 combinations of the leadersô trajectories and the start point of the 

followers, and the second input is sampled from the ranges of IDM parameters mentioned 

previously (Section 4.1). Main results of the sensitivity analysis are summarised in Table 3. 

                                                           
3 https://www.safetoolbox.info/info-and-documentation/ 
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Table 3 Main results of the sensitivity analysis. 

Trajectory 

completeness group 

Input factors First order 

effects (╢░) 
Total 

effects (╢╣░) 

FaCADFS 

(complete) 

Trajectory completeness 0.52 0.59 

IDM parameters 0.38 0.42 

FaCADF Trajectory completeness 0.41 0.53 

IDM parameters 0.53 0.59 

FaADFS Trajectory completeness 0.53 0.68 

IDM parameters 0.34 0.63 

FaADF Trajectory completeness 0.64 0.74 

IDM parameters 0.33 0.34 

CADFS Trajectory completeness 0.60 0.66 

IDM parameters 0.36 0.40 

CADF Trajectory completeness 0.75 0.78 

IDM parameters 0.23 0.25 

ADFS Trajectory completeness 0.37 0.47 

IDM parameters 0.47 0.61 

ADF Trajectory completeness 0.66 0.78 

IDM parameters 0.20 0.36 

  

As shown in Table 3, our sensitivity analysis reveals that the trajectory completeness substantially 

influences the mean spacing irrespective of the trajectory completeness group and underscores the 

findings of previous studies. For the complete trajectory case, 59% of the variations in the mean 

spacing are caused by variations of leadersô trajectories and start points of the followers, either by 

the variation of the factor itself (52%) or by interactions with IDM parameters. Similar conclusions 

can be drawn for other completeness groups. Moreover, for most of the groups, the influence of 

trajectory completeness is higher than IDM parameters. These results clearly indicate the 

importance and necessity of comprehensively exploring the impact of trajectory completeness on 

CF model calibration and validation. 

5.1.4 Calibration results and interpretation 

Fifteen leader-follower pairs are calibrated in each of the eight trajectory groups using the 

calibration setting defined in Sections 5.1.1 and 5.1.2, and the calibration errors are calculated. 

Figure 6 presents the PPEEs and PFEs for each group. As shown in Figure 6, PPEEs for all the 

IDM parameters are zero across all the 15 followers in ADF, CADF, FaADF, and FaCADF 

trajectory groups. Notable PPEEs (as high as 30%) are observed for ADFS, CADFS, FaADFS, 

and FaCADFS. Hence, regardless of the level of trajectory completeness, the adopted calibration 

setup is capable of accurately recovering the true model parameters for the trajectory groups 

without the standstill regime, but its performance deteriorates for rest of the groups. Similar 

inferences can be drawn for PFEs, i.e., the calibration results in zero PFEs for the trajectory groups 

without the standstill regime, while results in higher PFEs for those with the standstill regime. 

Furthermore, comparing PPEEs and PFEs for the trajectory groups with the standstill regime 

reveals another interesting phenomenon. The PFEs are well within the acceptable limit, i.e. below 
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20% (Brockfeld et al., 2004; Ranjitkar et al., 2004), e.g., in the case of FaCADFS, the PFEs are 

below 7% for all the 15 followers, which highlights the good performance of the calibration setup; 

however, the corresponding PPEEs are relatively large, e.g., for FaCADFS the PPEEs for the 

parameter Ὕ are above 15 % for some followers.  

The aforementioned results lead to two significant findings with regards to IDM calibration. First, 

presence or absence of a driving regime contributes to calibration errors, and from IDM calibration 

viewpoint, standstill regime is a critical regime; and second, the parameters which minimize the 

objective function (a low PFE) do not necessarily guarantee that they represent the actual driving 

behaviour (a low PPEE). We define critical regime as a regime whose presence or absence impacts 

modelôs calibration errors. 

Previous studies have acknowledged four contributors to CF model calibration errors: i) 

calibration setting (Punzo et al., 2012); ii) intra-driver heterogeneity (Kesting and Treiber, 2008); 

iii) model error (Brockfeld et al., 2004; Kesting and Treiber, 2008); and iv) data noise, e.g., 

measurement errors (Ossen and Hoogendoorn, 2008a).  

Based on the analysis above, another important contributor to IDM calibration errors is the 

standstill regime. As indicated in Figure 6, larger calibration errors are obtained if the trajectory 

groups used for the IDM calibration have the standstill regime. The next natural question to ask is 

why the standstill regime contributes to calibration errors. The following paragraph answers this 

question. 

 

Figure 6 Calibration errors for each of the trajectory groups.  

As calibration essentially is an optimisation process, the inability of the optimisation procedure to 

find the global minimum of the objective function leads to calibration errors. The failure of finding 

the global minimum of the objective function can be caused by the non-existence of the global 

minimum either in the given range or in the entire domain of the objective function. To explore 

this, a straightforward way is to plot the contour of the objective function against the model 

parameters within the feasible region. For the purpose of illustration, contours of the objective 

functions are plotted against ί and ὦ for two trajectories, one taken from the ADF group (without 
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the standstill regime), and the other from the ADFS group (with the standstill regime). The contour 

plots for the objective functions corresponding to an ADF trajectory and an ADFS trajectory are 

displayed in Figures 7 (a) and (b), respectively. For the ADF trajectory, a distinctive global 

minimum can be observed (see Figure 7(a)). Note that the parameters values obtained after 

optimisation are exactly the same as the ground truth values of ί and ὦ.   

 

Figure 7 Contour plots of two objective functions. a) The ADF trajectory; b) The ADFS 

trajectory. 

In contrast, for the ADFS group, the objective function contour has a plateau near the mid-range 

of  ί (see Figure 7(b)), and lacks a distinctive global minimum. Due to the plateau, a number of 

solutions can exist (local minima). Therefore, for the trajectories with the standstill regime, it is 

much more difficult for an optimisation algorithm to converge to the global minimum even if the 

global minimum exists, and thus leads to substantial calibration errors. The finding that the 

presence of the standstill regime in the trajectory leads to calibration errors has two important 

implications on IDM calibration, as discussed below. 

First, when testing the efficacy of a particular calibration setting at the preparation stage (see 

Figure 1), synthetic trajectories without the standstill regime should be used. This is because the 

standstill regime intrinsically contributes to calibration errors, and using trajectories with the 

standstill regime instead will make it difficult to distinguish whether the calibration errors are due 

to an inappropriate calibration setting or the presence of the standstill regime.  

Meanwhile, CF model calibration using trajectory data is useful in assessing a CF modelôs 

capability of describing local traffic dynamics, and the CF model parametersô sensitivity (Ciuffo 

et al., 2014; Kesting and Treiber, 2008). Depending on the magnitude of PFEs, different 

conclusions can be drawn on whether the CF model can satisfactorily capture local traffic 

dynamics and whether CF model outputs are sensitive to a parameter or not. As shown in Figure 

6, for the trajectory groups with the standstill regime the PFEs always exists, ranging from 2% to 

6%. Therefore, before interpreting the PFEs one should look at the regimes present in the trajectory 

data to make sure whether the PFE is partially contributed by the standstill regime present in the 

trajectory or not.  

5.1.5 Relationship between the driving  regimes and the parameters of IDM  

After understanding how driving regimes influence the model calibration we next investigate the 

relationship between the regimes and the model parameters. Specifically, a one-to-one mapping 

between the regimes and the IDM parameters is investigated in this section. The regimes and the 

parameters are in a one-to-one mapping if  the acceleration behaviour in a particular regime is 

governed by a single parameter. Such one-to-one mapping is desirable mainly because of the two 

reasons below: 
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a) In a one-to-one mapping, the changes in one parameter will have little or no impact on the 

other parameters. Hence, the parameters corresponding to the missing regimes can be fixed 

during the calibration process without introducing any significant bias in estimating other 

parameters.  

b) A one-to-one mapping can ensure that the model parameter estimates are uncorrelated. 

Thus, an independent distribution for each parameter can be assumed during simulation. 

One of the features that distinguish IDM from many other CF models is that each parameter of 

IDM is designed to describe a driverôs acceleration behaviour in a particular regime, as reported 

in Treiber and Kesting (2013a). More specifically, among IDM parameters, ὠ corresponds to 

cruising, ὥ corresponds to free-acceleration, ί corresponds to standstill regime, Ὕ corresponds to 

following, and ὦ corresponds to deceleration (Treiber and Kesting, 2013a, 2013b). The aim of this 

section is to investigate whether there indeed exists such one-to-one mapping between the regimes 

and the IDM parameters.  

(a) The relationship between the driving regimes and the  IDM parameters  

A straightforward way to scrutinise this one-to-one mapping is to compare the calibration 

performances of two models: an incomplete model in which we omit one of the parameters from 

the IDM acceleration function, and the complete model (the original IDM).   

Because of the standstill regimeôs critical role in the model calibration as discussed above, and for 

the purpose of demonstration,  ί which corresponds to the standstill regime is omitted to make 

IDM incomplete. Furthermore, any trajectory group in which the trajectories lack the standstill 

regime can be used to compare the complete and incomplete modelsô performances in calibration. 

The ADF trajectory group is utilised in the present case. If there exist a one-to-one mapping then 

the calibration performance of both the models will be comparable.  

Using the same calibration setup as mentioned before, the complete IDM and the incomplete IDM 

are calibrated. The calibration errors are depicted in Figure 8.  It is evident from the figure that the 

calibration errors are substantially increased for the incomplete model, compared with the 

calibration errors for the complete model. The median values of the PPEEs for the parameters ὥ, Ὕ, 

and ὦ are more than 50% for the incomplete model. Moreover, the difference between the errors 

obtained from the two models are tested statistically, which reveals that at 95% confidence level 

both the PPEEs and the PFEs are significantly different between the complete and the incomplete 

models. These findings imply that the parameter ί contributes to the IDM acceleration behaviour 

in more than one regime, and that a one-to-one mapping between  ί and the standstill regime does 

not exist. 

Result above implies the non-existence of a one-to-one relationship between the IDM parameters 

and the regimes. Particularly, the acceleration behaviour of the IDM drivers in a particular regime 

is governed by the interaction of more than one IDM parameter. This is contrary to what has been 

reported in Treiber and Kesting (2013a): ñé. the meaning of its five parameters is intuitive and 

each relates to a certain driving regime: The desired speed ὠ is relevant for cruising in free-traffic 

conditions, the desired time gap Ὕ pertains to steady-state car-following, the minimum gap ί to 

creeping and standing traffic, and the maximum acceleration ὥ and desired deceleration ὦ relate 

to non-steady traffic flowò (although they do report the existence of correlation between ὠ and Ὕ).  
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Figure 8 Comparison of calibration errors between the complete (ComModel in the figure) and 

the incomplete (IncomModel in the figure) model for ADF. 

A behavioural explanation of this phenomenon is presented in the next section. 

(b) Understanding IDM ÄÒÉÖÅÒÓȭ acceleration behaviour  

A driver generally aims to drive approximately at the desired speed. We define the desired speed 

as the maximum speed a driver can attain in FF. When a driver is in FF, there is no hindrance to 

the driver and he/she can easily accelerate to attain his/her desired speed and then maintain it.  

When the driver is in CF, the driverôs attempt to reach the desired speed is hindered by the leader; 

however, the driverôs aim of attaining the desired speed remains unchanged. Hence, in either case, 

the driverôs acceleration should at least be a function of a non-interaction term which constitutes 

the driverôs own speed and desired speed, and an interaction term. The non-interaction term 

models the driverôs aim to attain his/her desired speed, while the interaction term models the 

hindered acceleration behaviour of the driver. Therefore, acceleration in FF is largely determined 

by the non-interaction term, while acceleration in CF is related to both the terms (interaction and 

non-interaction). Refer to Equation (13) where the IDM acceleration function is rearranged as per 

the aforementioned structure. 

ὥ ὛȟὠȟЎὺ ὥρ

  

ὥ
ᶻ ȟЎ

 

 
(13) 

For IDM, the relative weight of each term depends on the driverôs own speed, the leaderôs speed, 

and the spacing between the leader and the follower.  

To validate the above mentioned driverôs behaviour, another numerical experiment is performed. 

In this experiment, two groups of vehicle trajectories are generated, and each group has 30 leader-

follower pairs. Trajectories in one group belong to ADF (only CF section), which is generated 

using the methodology described in Section 4.2.3,  and trajectories in the other group belong to 

FaC (only FF section) group which is generated using the FaCADFS experiment described in the 

Section 4.2.1 but the experiment only runs until the end of cruising regime. Figure 9 shows the 

followersô speed profiles of both the groups. Also, when generating the ADF trajectories (Figure 

9 (a)) extra caution is exercised to ensure that the followers never attain the desired speed. 


